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Operational Experience with 
the  Frontier  System in CMS
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The Frontier framework is used in the CMS experiment at the LHC to deliver conditions 
data to processing clients worldwide, including calibration, alignment, and configuration 
information. Each of the central servers at CERN, called a Frontier Launchpad, uses 
tomcat  as a servlet  container to establish the communication between clients and the 
central Oracle  database. HTTP-proxy squid  servers, located close to clients, cache the 
responses to queries in order to provide high performance data access and to reduce the 
load on the central Oracle database. Each Frontier Launchpad also has its own reverse-
proxy squid for caching.

The three central servers have been delivering about 5 million responses every day since 
the LHC startup, containing about 40 GB data in total, to more than  one hundred Squid 
servers located worldwide, with an average response time on the order of 10 
milliseconds. The squid caches deployed worldwide process many more requests per 
day, over 700 million, and deliver over 40 TB of data. The chart above shows the load of 
Frontier Launchpad during the past year. 

In order to guarantee the performance of the service and make the system easily maintainable, several monitoring tools to test the availability of 
remote squids, to analyze the tomcat log files and the accesses of the squid on the central Launchpad server have been developed.

MRTG: Multi Router Traffic 
Grapher
All the squids of CMS are monitored by 
an Open Source monitoring tool called 
MRTG which sends an SNMP request by 
UDP to every squid every 5 minutes. 
Because these charts are updated every 5 
minutes they always contain the most 
up-to-date information available. There 
are three kinds of MRTG plots: 
Request/Fetch plots, In/Out plots, Object 
Count plots. Each kind of plots has four 
different charts according to the 
different lengths of duration displayed: 
Daily Graph, Weekly Graph, Monthly 
Graph and Yearly Graph.

     In addition to the plots, each MRTG 
web page contains a useful message that 
shows the Squid version and the length 
of time it has been running.

Squid Not Responding List

The Squid Not Responding List monitoring tool is used to find out which squids are not 
currently active. The activeness of one squid is tested by filtering the corresponding MRTG 
plots web page; all the squids whose MRTG web page doesn't contain 'at which time' will be 
seen as not-responding squids and added to the not-responding list.

SAM Test

There are Squid and 
Frontier tests in the Site 
Availability Monitor (SAM). 
These tests run every hour 
and are used to test the 
availability of each site,  but 
sometimes have a large 
latency.

Non-Proxy Monitoring Tools

The Non-proxy problem refers to the possibility that jobs bypass the local Squid and 
directly access the Frontier Launchpads, which can cause a heavy load on the Frontier 
Launchpad system and low efficiency. In order to detect such problems, two monitoring 
tools were developed, one is called “Failover nodes”, the other is called “Failover 
summary”. The above chart shows the latter one. The former tool generates a web log and 
automatically sends an email warning to the administrator of a Squid when jobs at the 
Squid's site directly access the Frontier Launchpads too many times in an hour.

AWStats

AWStats is an Open Source program which shows detailed  information from the log files of 
the squids in each Frontier Launchpad. This program updates every hour. In addition to 
being useful by itself, it is the basis for the Non-Proxy Monitoring Tools. 

Max Threads Monitoring 
Tool

The number of threads refers to 
the number of concurrent 
requests to one servlet on a 
Frontier Launchpad. Each servlet 
has its own limitation of the 
maximum amount of  concurrent 
requests.

The Max Thread Monitoring Tool 
was developed to monitor the 
number of requests to each 
servlet on Frontier Launchpad. 
Whenever the number of threads 
goes over 75% of the maximum 
allowed for any servlet, an alarm 
message is emailed to the 
operations team so they can 
investigate the cause.

At the same time, because DB 
response time has a significant 
effect on the number of threads, 
the Max Threads Monitoring Tool 
also monitors DB response time.

Squid Source Compare Monitoring Tool

Sites that get conditions data from Frontier are supposed to register their Squid(s) in CVS.  
At the same time, all Squids are monitored by MRTG.  Sometimes the Squid information in 
CVS becomes inconsistent with the information in MRTG (e.g. an administrator doesn't 
keep CVS up to date, Squids are shared by multiple sites, or Squids have different 
addresses on private and public networks).  In order to make sure the information stays as 
correct as possible, the Squid Source Comparing Monitoring tool was developed to keep 
Squid information consistent between CVS and MRTG. It sends an email warning whenever 
the two sources become different, and it includes the ability to store exceptions for cases 
where the operations team understands why the two sources are different.
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